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ABSTRACT

The range avoidance problem, denoted as C -Avoid, asks to find
a non-output of a given C -circuit 𝐶 : {0, 1}𝑛 → {0, 1}ℓ with
stretch ℓ > 𝑛. This problem has recently received much atten-
tion in complexity theory for its connections with circuit lower
bounds and other explicit construction problems. Inspired by the
Algorithmic Method for circuit lower bounds, Ren, Santhanam,
and Wang (FOCS’22) established a framework to design FPNP algo-
rithms for C -Avoid via slightly non-trivial data structures related
to C . However, a major drawback of their approach is the lack of
unconditional results even for C = AC0.

In this work, we present the first unconditional FPNP algorithm
for ACC0-Avoid. Indeed, we obtain FPNP algorithms for the fol-
lowing stronger problems:

(ACC0
-Remote-Point). Given 𝐶 : {0, 1}𝑛 → {0, 1}ℓ for some

ℓ = quasi-poly(𝑛) such that each output bit of 𝐶 is computed by a
quasi-poly(𝑛)-size AC0 [𝑚] circuit, we can find some 𝑦 ∈ {0, 1}ℓ in
FPNP such that for every 𝑥 ∈ {0, 1}𝑛 , the relative Hamming distance
between 𝑦 and𝐶 (𝑥) is at least 1/2− 1/poly(𝑛). This problem is the
“average-case” analogue of ACC0-Avoid.

(ACC0
-Partial-AvgHard). Given 𝑥1, . . . , 𝑥ℓ ∈ {0, 1}𝑛 for

some ℓ = quasi-poly(𝑛), we can compute ℓ bits𝑦1, . . . , 𝑦ℓ ∈ {0, 1} in
FPNP such that for every 2log

𝑐 (𝑛) -size ACC0 circuit 𝐶 , Pr𝑖 [𝐶 (𝑥𝑖 ) ≠
𝑦𝑖 ] ≥ 1/2 − 1/poly(𝑛), where 𝑐 = 𝑂 (1). This problem generalises
the strong average-case circuit lower bounds against ACC0 in a
different way.

Our algorithms can be seen as natural generalisations of the
best known almost-everywhere average-case lower bounds against
ACC0 circuits by Chen, Lyu, and Williams (FOCS’20). Note that
both problems above have been studied prior to our work, and no
FPNP algorithm was known even for weak circuit classes such as
GF(2)-linear circuits and DNF formulas.
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Our results follow from a strengthened algorithmic method:
slightly non-trivial algorithms for the Satisfying-Pairs problem
for C implies FPNP algorithms for C -Avoid (as well as C -
Remote-Point and C -Partial-AvgHard). Here, given C -circuits
{𝐶𝑖 } and inputs {𝑥 𝑗 }, the C -Satisfying-Pairs problem asks to (ap-
proximately) count the number of pairs (𝑖, 𝑗) such that 𝐶𝑖 (𝑥 𝑗 ) = 1.

A technical contribution of this work is a construction of a short,
smooth, and rectangular PCP of Proximity that combines two previ-
ous PCP constructions, which may be of independent interest. It
serves as a key tool that allows us to generalise the framework for
Avoid to the average-case scenarios.
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1 INTRODUCTION

Proving unconditional lower bounds for non-uniform circuits is
one of the grand challenges in theoretical computer science, with
the holy grail of proving NP ⊈ P/poly. Unfortunately, progress in
unconditional circuit lower bounds has been slow, and the best
lower bound for any explicit function against general circuits is
only slightly above 3𝑛 [28, 37]. A long-standing, and somewhat
embarrassing, open problem is to find any language in EXPNP (ex-
ponential time with an NP oracle) that cannot be computed by
polynomial-size circuits. It seems unlikely that EXPNP ⊆ P/poly,
but we appear to be very far from ruling out this possibility.

To add more embarrassment, it has been known since 1949 [46]
that most Boolean functions over 𝑛 inputs require circuits of size
Ω(2𝑛/𝑛). 70 years later, we still struggle to spell out even a single
such function from a plethora of them! It turns out that circuit
lower bounds are not alone, and the difficulty of “finding hay in a
haystack” ([10, Chapter 21]) is a general phenomenon in theoretical
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computer science. For example, most graphs are Ramsey graphs
[27] and most matrices are rigid matrices [49], but it remains major
open problems to explicitly construct Ramsey graphs and rigid
matrices with good parameters [6, 14, 16, 43].

Our lack of progress in such explicit construction problems sug-
gests the necessity of a systematic study of their difficulty. As a first
step towards building a complexity theory for explicit construc-
tion problems, Korten [36] studied the complexity class APEPP
defined in [35], and argued that this is the complexity class that
corresponds to explicit construction problems. APEPP is the class
of total search problems that are polynomial-time reducible to the
following problem:

Problem 1.1 (Range Avoidance Problem, denoted asAvoid). Given
the description of a circuit 𝐶 : {0, 1}𝑛 → {0, 1}ℓ , where ℓ > 𝑛,
output any string 𝑦 ∈ {0, 1}ℓ that is not in the range of 𝐶 . That is,
for every 𝑥 ∈ {0, 1}𝑛 , 𝐶 (𝑥) ≠ 𝑦.

The existence of such 𝑦 follows from the dual weak pigeonhole
principle: if we throw 2𝑛 pigeons into 2ℓ holes, where ℓ ≥ 𝑛 + 1,
then there is an empty hole. Thus Avoid is a total search problem.
Moreover, a random string 𝑦 ∈ {0, 1}ℓ is a valid solution w.p. 1 −
2𝑛−ℓ ≥ 1/2, thus there is a trivial randomised algorithm for Avoid.
Therefore, the focus is to design deterministic algorithms for Avoid.

The following is a good example of how Avoid captures the
complexity of explicit constructions:

Example 1.2 ([36, Section 3.1]). Proving circuit lower bounds can
be rephrased as solving the following total search problem, denoted
as Hard: On input 1𝑁 where 𝑁 = 2𝑛 , output the truth table of a
function 𝑓 : {0, 1}𝑛 → {0, 1} that cannot be computed by circuits
of size 𝑠 (say 𝑠 = 2𝑛/2).

Let TT : {0, 1}𝑂 (𝑠 log 𝑠 ) → {0, 1}2𝑛 be the circuit that takes as
input the description of a size-𝑠 circuit and outputs the truth table
of this circuit. (The circuit TT is sometimes called the truth table

generator, hence the name TT.) If we could solve Avoid on the
particular instance TT, we would find a truth table 𝑡𝑡 ∈ {0, 1}2𝑛

without size-𝑠 circuits, thereby proving a circuit lower bound. It
follows that Hard polynomial-time reduces to Avoid, and thus
Hard ∈ APEPP.

More precisely, solvingAvoid for TT in polynomial time is equiv-
alent to proving a circuit lower bound for E, and solving Avoid for
TT in FPNP is equivalent to proving a circuit lower bound for ENP.

1.1 Range Avoidance for Restricted Circuit

Classes

In a recent paper, Ren, Santhanam, and Wang [45] suggested
studying the range avoidance problem for restricted circuit classes.
Let C be a circuit class and ℓ := ℓ (𝑛) > 𝑛 be a stretch function.
Consider the following problem:

Problem 1.3 (C -Avoid). Given the description of a circuit 𝐶 :
{0, 1}𝑛 → {0, 1}ℓ (𝑛) , where each output bit of 𝐶 is a C circuit,
output any string 𝑦 ∈ {0, 1}ℓ (𝑛) that is not in the range of 𝐶 . That
is, for every 𝑥 ∈ {0, 1}𝑛 , 𝐶 (𝑥) ≠ 𝑦.

There are lots of reasons for studying the problem C -Avoid,
but we only mention one of them here. Many interesting explicit

construction problems reduce to C -Avoid for restricted circuit
classes C and (sometimes) large stretch functions ℓ . For example:
• For any “nice” circuit class C , the problem of proving circuit
lower bounds against C can be reduced to C -Avoid via the
truth table generator in Example 1.2, where the input of the
truth table generator is replaced by a C circuit (instead of a
general circuit).
• Guruswami, Lyu, and Wang [32] showed that the problem
of finding rigid matrices and optimal binary linear codes
can be reduced to NC1-Avoid. By a further result in [45],
these problems also reduce to NC0

4-Avoid (i.e., each output
bit depends on at most 4 input bits). A recent work [30]
showed that the problem of finding rigid matrices can even
be reduced to NC0

3-Avoid.
In general, for any explicit construction problem Π, we can iden-

tify a circuit class C that is as “simple” as possible, as well as a
stretch function ℓ (𝑛) that is as large as possible, such that Π re-
duces to C -Avoid with stretch ℓ (𝑛). The hope is that by making
progress on the range avoidance problem for restricted circuits and
by optimising the reduction (i.e., optimising C and ℓ (𝑛)), we could
solve many explicit construction problems systematically.

An “Algorithmic Method” for range avoidance. Inspired by the
Algorithmic Method for proving circuit lower bounds (e.g. [17,
21, 24, 39, 50, 51]), Ren, Santhanam, and Wang [45] proposed a
framework to solve C -Avoid in FPNP using the following data
structure problem:

Problem 1.4 (Hamming Weight Estimation). Let C be a circuit
class and ℓ := ℓ (𝑛) be a stretch function. The data structure problem
has two phases:
(Preprocessing) Given description of a circuit 𝐶 : {0, 1}𝑛 →

{0, 1}ℓ , where each output bit of 𝐶 is a C circuit, we need to
preprocess the circuit in PNP (i.e., in polynomial time with
an NP oracle) and output a data structure DS ∈ {0, 1}poly(ℓ ) .

(Query) Given an input 𝑥 and oracle access (i.e., random access)
to DS, we need to estimate the Hamming weight of 𝐶 (𝑥) in
“non-trivial” time, i.e., deterministic ℓ/log𝜔 (1) ℓ time.

It was shown in [45] that for “typical” circuit classes1 C , a non-
trivial data structure for the Hamming Weight Estimation problem
for C implies an FPNP algorithm for C -Avoid.

One drawback of [45] is that their framework does not imply new
unconditional algorithms for range avoidance.2 For comparison,
the original Algorithmic Method has made significant progress on
proving unconditional circuit lower bounds that we do not know
how to prove otherwise. One motivation for the current paper is to
address this drawback by designing new and unconditional range
avoidance algorithms via the Algorithmic Method. In particular,

1In the literature, a circuit class is said to be typical if it satisfies certain natural closure
properties. In this paper, a typical circuit class C should contain the identity circuit
and be closed under negations and projections. More precisely, (1) C contains every
circuit that always outputs its input; (2) for any C circuit𝐶 of size 𝑠 and projection
proj, both ¬𝐶 and𝐶 ◦ proj have C circuits of size poly(𝑠 ) , and the descriptions of
these circuits can be computed in poly(𝑠 ) time.
2Actually, [45] provided an unconditional range avoidance algorithm for de Morgan
formulas with non-trivial parameters. Subsequently, [32] improved this result by using
simpler techniques and achieving better parameters; in particular, the algorithm in
[32] does not require the Algorithmic Method.
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can we solve ACC0-Avoid with parameters that match the circuit
lower bounds in [21]?

1.2 The Remote Point Problem

The Algorithmic Method is extremely good at proving average-
case circuit lower bounds [20–22]. Therefore, it is natural to wonder
if there is an “average-case analogue” of [45].

For two strings 𝑥,𝑦 ∈ {0, 1}𝑛 , their relative Hamming distance

is defined as the fraction of indices where 𝑥 and 𝑦 differ, formally
𝛿 (𝑥,𝑦) := 1

𝑛 |{𝑖 ∈ [𝑛] : 𝑥𝑖 ≠ 𝑦𝑖 }|. The “average-case analogue” of
the range avoidance problem is the following problem:

Problem 1.5 (C -Remote-Point). Given the description of a circuit
𝐶 : {0, 1}𝑛 → {0, 1}ℓ and a parameter 𝛿 > 0, where each output bit
of 𝐶 is a C circuit, output any string 𝑦 ∈ {0, 1}ℓ that is 𝛿-far from
the range of 𝐶 . That is, for every 𝑥 ∈ {0, 1}𝑛 , 𝛿 (𝐶 (𝑥), 𝑦) ≥ 𝛿 .

By Chernoff bound, if 𝛿 < 1/2 − 𝑐
√︁
𝑛/ℓ for some absolute con-

stant 𝑐 > 0, then a random length-ℓ string is a valid solution for
Remote-Point w.h.p. Therefore, the challenge is to find determin-
istic algorithms for Remote-Point.

It is not hard to see that C -Remote-Point for the truth table
generator TT corresponds to average-case circuit lower bounds. In
particular, the regime where 𝛿 is a small constant corresponds to
proving “weak” average-case lower bounds (e.g. [17, 25]), and the
regime where 𝛿 is close to 1/2 (say, 𝛿 = 1/2 − 1/𝑛) corresponds to
proving “strong” average-case lower bounds (e.g. [21, 22]).3

The remote point problem was discussed in [35]. Indeed, an
important special case of the problem has been studied by Alon,
Panigrahy, and Yekhanin [9], namely the case that 𝐶 is a linear
transformation over GF(2). In other words, we are given a linear
code 𝐶 : {0, 1}𝑛 → {0, 1}ℓ and we want to find a string far from
every codeword. They introduced this problem as an intermediate
step towards constructing rigid matrices. In this paper, we call this
special case XOR-Remote-Point.

It is already quite hard to solve this special case deterministi-
cally. Alon, Panigrahy, and Yekhanin [9] designed a polynomial-
time algorithm for XOR-Remote-Point when ℓ > 2𝑛 and 𝛿 =

𝑂 (log𝑛/𝑛). For slightly larger 𝛿 , say 𝛿 = 0.1, no deterministic algo-
rithm is known even with an NP oracle. Arvind and Srinivasan [11]
showed that for certain parameters, a polynomial-time algorithm
for XOR-Remote-Point implies a polynomial-time algorithm for
AC0-Partial-Hard (defined later in Section 1.3).

1.3 Hard Partial Truth Tables

We also consider the following problem that generalises the task
of proving circuit lower bounds (in a different way from Avoid and
Remote-Point):

Problem 1.6 (Hard Partial Truth Tables against C , denoted as
C -Partial-Hard). Given a list of input strings 𝑧1, 𝑧2, . . . , 𝑧ℓ ∈
{0, 1}𝑛 and a parameter 𝑠 , find a list of output bits 𝑏1, 𝑏2, . . . , 𝑏ℓ ∈
{0, 1} such that the partial function defined by {(𝑧𝑖 , 𝑏𝑖 )}𝑖∈[ℓ ] cannot

3Typically, a strong average-case lower bound states that certain problems cannot
be (1/2 + 1/𝑠 )-approximated by size-𝑠 circuits. Suppose TT : {0, 1}𝑛 → {0, 1}ℓ is
the truth table generator, then 𝑛 is roughly the size of the circuit (i.e., 𝑛 ≈ 𝑠). In this
regard, strong average-case circuit lower bounds correspond to Remote-Point where
𝛿 = 1/2 − 1/𝑛.

be computed by C circuits of size 𝑠 . In other words, for every size-𝑠
C circuit 𝐶 , there exists an index 𝑖 ∈ [ℓ] such that 𝐶 (𝑧𝑖 ) ≠ 𝑏𝑖 .

It is easy to see that C -Partial-Hard generalises the prob-
lem of proving circuit lower bounds against C . Indeed, if we take
ℓ := 2𝑛 and 𝑧1, 𝑧2, . . . , 𝑧ℓ be an enumeration of length-𝑛 strings,
then C -Partial-Hard becomes exactly the problem of proving
circuit lower bounds against C . It is also easy to see that when ℓ >

𝑂 (𝑠 log 𝑠), this problem is in APEPP: given the input (𝑧1, 𝑧2, . . . , 𝑧ℓ ),
we can construct a circuit TT′ : {0, 1}𝑂 (𝑠 log 𝑠 ) → {0, 1}ℓ which
takes the description of a C circuit 𝐶 as input, and outputs the
concatenation of 𝐶 (𝑧1),𝐶 (𝑧2), . . . , 𝐶 (𝑧ℓ ). Finding a non-output of
TT′ is equivalent to finding a solution of C -Partial-Hard, thus
this problem reduces to Avoid.

This problem was introduced by Arvind and Srinivasan [11]
under the name “circuit lower bounds with help functions.” Let
ℎ1, ℎ2, . . . , ℎ𝑛 : {0, 1}𝑚 → {0, 1} denote a sequence of help functions,
C be a circuit class, and 𝑠 ∈ N be a size parameter. The goal is to
construct the truth table of a function 𝑓 : {0, 1}𝑚 → {0, 1} that
is hard to compute for size-𝑠 C circuits, even when the circuit
has access to these help functions. Formally, for any size-𝑠 circuit
𝐶 : {0, 1}𝑛 → {0, 1}, there exists an input 𝑥 ∈ {0, 1}𝑚 such that

𝐶 (ℎ1 (𝑥), ℎ2 (𝑥), . . . , ℎ𝑛 (𝑥)) ≠ 𝑓 (𝑥).
This problem is equivalent to Partial-Hard with ℓ = 2𝑚 inputs of
length 𝑛, namely for every 𝑥 ∈ {0, 1}𝑚 , there is an input ℎ1 (𝑥) ◦
ℎ2 (𝑥) ◦ · · · ◦ ℎ𝑛 (𝑥) ∈ {0, 1}𝑛 in the Partial-Hard instance.

This problem appears to be very hard. Neither [11] nor we are
aware of an efficient deterministic solution for C = AC0 with
(say) ℓ, 𝑠 ∈ quasi-poly(𝑛). That is, although exponential-size lower
bounds against AC0 are known [2, 29, 34, 55], we do not have any
idea about how to prove such a lower bound for partial functions.
Even when C is the class of polynomial-size DNF, to the best of
our knowledge, there is no known deterministic algorithm for C -
Partial-Hard.

Besides being a natural problem itself, C -Partial-Hard also
arises whenwe study the closure of non-uniform complexity classes
(under reductions). Recall that AC0 denotes the class of languages
computable by a non-uniform family of polynomial-size constant-
depth circuits; in particular, AC0 contains undecidable languages
such as unary versions of the halting problem. A language 𝐿 Turing-
reduces to some language in AC0 if and only if 𝐿 ∈ P/poly [42], thus
proving EXP ̸≤𝑝

𝑇
AC0 is likely beyond current techniques. But what

about mapping reducibility? Can we show that EXP ̸≤𝑝𝑚 AC0? It
turns out that a deterministic algorithm for AC0-Partial-Hard
implies that EXP ̸≤𝑝𝑚 AC0 [11, Theorem 5]. Of course, there is
nothing special with AC0, and it can be replaced by other non-
uniform classes. Therefore, C -Partial-Hard sheds light on ruling
out many-one reducibility of EXP (and other complexity classes) to
non-uniform classes.

We also define an average-case version of C -Partial-Hard,
which is equivalent to proving average-case lower bounds with
help functions.
Problem 1.7 (Average-Case Hard Partial Truth Tables against C ,
denoted as C -Partial-AvgHard). Given a list of input strings
𝑧1, 𝑧2, . . . , 𝑧ℓ ∈ {0, 1}𝑛 and parameters 𝑠, 𝛿 , find a list of output
bits 𝑏1, 𝑏2, . . . , 𝑏ℓ ∈ {0, 1} such that the partial function defined by
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{(𝑧𝑖 , 𝑏𝑖 )}𝑖∈[ℓ ] is 𝛿-far from being computable by C circuits of size
𝑠 . In other words, for every size-𝑠 C circuit 𝐶 , there are at least 𝛿ℓ
indices 𝑖 ∈ [ℓ] such that 𝐶 (𝑧𝑖 ) ≠ 𝑏𝑖 .

2 OUR RESULTS

We now briefly describe our main results. Interested readers are
referred to the full version of the paper for more details.

2.1 Explicit Constructions from

Satisfying-Pairs Algorithms

We start with the following observation: In the framework of
solving Avoid via the Algorithmic Method [45], the data struc-
ture for Problem 1.4 does not need to be online. Instead, it suf-
fices to design a data structure that preprocesses a circuit 𝐶 :
{0, 1}𝑛 → {0, 1}ℓ , receives a batch of inputs 𝑥1, 𝑥2, . . . , 𝑥𝑀 , and
estimates the Hamming weight of each 𝐶 (𝑥𝑖 ) in non-trivial total

time, i.e., ℓ𝑀/log𝜔 (1) (ℓ𝑀) time. Moreover, we observe that it is
not even necessary to estimate the individual Hamming weights
𝐶 (𝑥𝑖 ); it suffices to estimate the average Hamming weight of 𝐶 (𝑥𝑖 )
for 𝑖 ∈ [𝑀]. Indeed, we arrive at the following problem called
Satisfying Pairs.

Problem 2.1 (C -Satisfying-Pairs). Let 𝑁,𝑀, 𝑠, 𝑛 be parameters.
Given (single-output) C circuits 𝐶1, . . . ,𝐶𝑁 : {0, 1}𝑛 → {0, 1}
of size 𝑠 and input strings 𝑥1, 𝑥2, . . . , 𝑥𝑀 ∈ {0, 1}𝑛 , compute or
estimate

Pr
𝑖←[𝑀 ], 𝑗←[𝑁 ]

[𝐶 𝑗 (𝑥𝑖 ) = 1] . (1)

We define the decisional and counting versions of the satisfying
pairs problem as follows.
• Gap𝛿 -C -Satisfying-Pairs is the problem of distinguishing
between (1) = 1 and (1) < 1 − 𝛿 ;
• ApproxY -C -Satisfying-Pairs is the problem of estimating
Eq. (1) within additive error Y;
• C -Satisfying-Pairs is the problem of deciding whether
Eq. (1) > 0;
• #C -Satisfying-Pairs is the problem of exactly computing
Eq. (1).

We consider the regime where the input length 𝑛 and the circuit
size 𝑠 are much smaller than 𝑁 and𝑀 . In such case, a deterministic
algorithm for C -Satisfying-Pairs is said to be non-trivial if it runs
in time 𝑁𝑀/log𝜔 (1) (𝑁𝑀).4

Remark 2.2. The circuit-analysis problems that arise in the Algo-
rithmic Method5 are special cases of Satisfying Pairs problems. For
instance, we can reduce #SAT of the circuit𝐶 to #Satisfying-Pairs
with 𝑁 = 2𝑛/2 and 𝑀 = 2𝑛/2, where the inputs (𝑥1, 𝑥2, . . . , 𝑥𝑀 )
consists of all strings of length 𝑛/2, and the circuits are {𝐶𝑦 : 𝑦 ∈
{0, 1}𝑛/2}, where𝐶𝑦 (𝑥) := 𝐶 (𝑥 ◦𝑦). Similarly,C -Satisfying-Pairs
corresponds to C -SAT, Gap-C -Satisfying-Pairs corresponds to

4Analogous to the preprocessing phase in Problem 1.4, one could also add a PNP-
preprocessing phase that sees the circuits but not the inputs. Algorithms with such
preprocessing phase would still imply our results, but the Satisfying-Pairs algorithms
in this paper do not need this preprocessing phase.
5The definitions of circuit-analysis problems such as SAT or CAPP can be found in
Lijie Chen’s PhD thesis [18].

C -GapUNSAT, and Approx-C -Satisfying-Pairs corresponds to
C -CAPP.

2.1.1 Range Avoidance from Satisfying-Pairs. By plugging the ob-
servation above in [45], we prove that non-trivial algorithms for
Satisfying-Pairs imply FPNP algorithms for Avoid.

Theorem 2.3 (Informal). Let C be a typical circuit class and

C ′ := OR2 ◦ C .
6
Suppose that there is a non-trivial algorithm for

ApproxY -C
′
-Satisfying-Pairs for every constant Y > 0, then C -

Avoid with certain parameters can be solved in FPNP.

This informal theorem hides the trade-off between the param-
eters of C -Avoid and C ′-Satisfying-Pairs. In general, to solve
C -Avoid with smaller stretch ℓ (with respect to the input length 𝑛),
we need to have non-trivial algorithms for C ′-Satisfying-Pairs
where the number of inputs 𝑁 and the number of circuits 𝑀 are
smaller with respect to the circuit size 𝑠 and the input length 𝑛.
We highlight two typical choices of parameters of Theorem 2.3 as
follows.

Corollary 2.4. There is a constant Y > 0 such that the following

holds. Let C be a typical circuit class, C ′ := OR2 ◦ C , and 𝑠 = 𝑠 (𝑛)
be a non-decreasing size parameter.

• Suppose that there is a non-trivial algorithm for ApproxY -C
′
-

Satisfying-Pairs for 𝑁 = 𝑛1+Ω (1) C ′-circuits of size 2𝑠 (𝑛)
and 𝑀 = 𝑛1+Ω (1) inputs of length 𝑛. Then there is an FPNP

algorithm for C -Avoid with stretch ℓ and circuit size 𝑠 ,7 for
some ℓ = 𝑛1+Ω (1) .

• Suppose that there is a non-trivial algorithm for ApproxY -C
′
-

Satisfying-Pairs for 𝑁 = quasi-poly(𝑛) C ′-circuits of size
2𝑠 (𝑛) and 𝑀 = quasi-poly(𝑛) inputs of length 𝑛. Then there

is an FPNP algorithm for C -Avoid with stretch ℓ and circuit

size 𝑠 , for some ℓ = quasi-poly(𝑛).

2.1.2 Remote Point from Satisfying-Pairs. With the help of smooth
and rectangular PCPPs (see Section 2.3) and a list-decodable code
with linear-sum decoder from [21], we show that non-trivial algo-
rithms for Satisfying-Pairs imply Remote-Point algorithms in
FPNP.

Theorem 2.5 (Informal). Let C be a typical circuit class and

C ′ := AND𝑂 (1) ◦ C . Suppose that there is a non-trivial algorithm

for ApproxY -C
′
-Satisfying-Pairs for every constant Y > 0, then C -

Remote-Point with certain parameters can be solved in FPNP.
In particular: suppose for every constant Y > 0, there is a non-trivial

algorithm for ApproxY -C
′
-Satisfying-Pairs for 𝑁 = quasi-poly(𝑛)

C ′-circuits of size 𝑂 (𝑠) and 𝑀 = quasi-poly(𝑛) inputs of length
𝑛; then for some stretch function ℓ = quasi-poly(𝑛), there is an

FPNP algorithm for C -Remote-Point that takes as input a circuit

𝐶 : {0, 1}𝑛 → {0, 1}ℓ where each output bit of𝐶 is a C -circuit of size

𝑠 , and outputs a 𝑦 that is 0.49-far from Range(𝐶).

Our framework provides a Remote-Point algorithm for the
regime corresponding to “strong average-case lower bounds”, i.e.,
the distance between the output 𝑦 and Range(𝐶) is close to 1/2.
6Here, OR𝑑 ◦ C refers to the composition of a single fan-in-𝑑 OR gate being the
output gate of the circuit and (at most) 𝑑 C circuits feeding the top OR gate.
7Note that the circuit size parameter of C -Avoid refers to the maximum circuit size
of each output bit of𝐶 : {0, 1}𝑛 → {0, 1}ℓ , instead of the total circuit size of𝐶 .
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In fact, the distance can be as large as 1/2 − 1/poly(𝑛) given an
Approx-C -Satisfying-Pairs algorithm with small enough error.

Note that the stretch for C -Remote-Point that we can solve
in FPNP depends on both the parameters of the satisfying pairs
algorithms and the rate of the linear-sum list-decodable code. Since
the code from [21] has a quasi-polynomial rate, our framework
cannot solve Remote-Point with a stretch smaller than quasi-
polynomial. It is an interesting open problem to improve the stretch
of Remote-Point that can be solved by our framework, possibly
by designing new linear-sum decodable codes with a better rate;
see, e.g., [20].

2.1.3 Hard Partial Truth Table from Satisfying-Pairs. Similar to
the frameworks for Avoid and Remote-Point, we can solve the
problems Partial-Hard and Partial-AvgHard via non-trivial al-
gorithms for Satisfying-Pairs.

Theorem 2.6 (Informal). Let C be a typical circuit class.

• Suppose that there is a non-trivial algorithm for ApproxY -C
′
-

Satisfying-Pairs for every Y > 0 and C ′ := OR2 ◦ C , then

C -Partial-Hard with certain parameters can be solved in

FPNP.
• Suppose that there is a non-trivial algorithm for ApproxY -C

′′
-

Satisfying-Pairs for every Y > 0 and C ′′ := AND𝑂 (1) ◦
C , then C -Partial-AvgHard with certain parameters can be

solved in FPNP.

These results are proved using essentially the same approach as
the framework for Avoid and Remote-Point; therefore, the trade-
off between parameters for Satisfying-Pairs and Partial-Hard
(resp. Partial-AvgHard) is similar to that for Satisfying-Pairs
and Avoid (resp. Remote-Point). We omit the details and refer the
readers to the full version of the paper.

Remark 2.7. It is not surprising to have a unified framework for
Avoid and Partial-Hard (as well as their average-case analogues
Remote-Point and Partial-AvgHard), because they can be con-
sidered as the dual problem of each other. Let Eval : {0, 1}𝑂 (𝑠 log 𝑠 )×
{0, 1}𝑛 → {0, 1} be the circuit-evaluation function that takes a cir-
cuit 𝐶 of size 𝑠 and an input of length 𝑛, and outputs 𝐶 (𝑥). We can
interpret Avoid and Partial-Hard as follows:
• (Avoid). Given size-𝑠 circuits 𝐶1,𝐶2, . . . ,𝐶ℓ , find 𝑦1, 𝑦2, . . . ,
𝑦ℓ ∈ {0, 1} such that for every 𝑥 ∈ {0, 1}𝑛 , there is an 𝑖 ∈ [ℓ]
such that Eval(𝐶𝑖 , 𝑥) ≠ 𝑦𝑖 .
• (Partial-Hard).Given inputs 𝑥1, 𝑥2, . . . , 𝑥ℓ ∈ {0, 1}𝑛 , find
𝑦1, 𝑦2, . . . , 𝑦ℓ ∈ {0, 1} such that for every size-𝑠 circuit 𝐶 ,
there is an 𝑖 ∈ [ℓ] such that Eval(𝐶, 𝑥𝑖 ) ≠ 𝑦𝑖 .

Clearly,Avoid and Partial-Hard are essentially the same problem
on the table Eval(·, ·) with the rows and columns being exchanged.

2.2 Unconditional Results for Explicit

Constructions

The seemingly marginal improvement of using non-trivial algo-
rithms for Satisfying-Pairs instead of its online version Hamming
Weight Estimation (see Problem 1.4) plays an important role in the
design of unconditional FPNP algorithms for ACC0-Remote-Point

and ACC0-Partial-Hard. This is because we can indeed design
non-trivial algorithms for ACC0-Satisfying-Pairs.
2.2.1 XOR-Remote-Point from XOR-Satisfying-Pairs. We start
from a simpler case where the circuit class C = XOR, i.e., the circuit
is an XOR of some of its input bits. Since an XOR circuit 𝐶 can be
represented by a vector ®𝑣 ∈ {0, 1}𝑛 such that 𝐶 (𝑥) = ⟨𝑣, 𝑥⟩ mod 2,
#XOR-Satisfying-Pairs is nothing but the counting version of the
Orthogonal Vector problem over F2, which admits a non-trivial
algorithm [6, 15]. By combining this with Theorem 2.3, we obtain
an unconditional FPNP algorithm for XOR-Remote-Point.8

Theorem 2.8 (XOR-Remote-Point ∈ FPNP). There is a constant
𝑐𝑢 ≥ 1 such that the following holds. Let Y := Y (𝑛) ≥ 2𝑛−𝑐𝑢 be error

parameter and ℓ := ℓ (𝑛) ≥ 2log
𝑐𝑢+5 𝑛

be stretch, then there is an FPNP

algorithm that takes as input a circuit 𝐶 : {0, 1}𝑛 → {0, 1}ℓ , where
each output bit of𝐶 is computed by an XOR gate, and outputs a string

𝑦 that is (1/2 − Y)-far from Range(𝐶).

2.2.2 A Non-trivial Algorithm for ACC0
-Satisfying-Pairs. By

adapting the technique introduced by Williams [54] to design non-
trivial #SAT algorithms for ACC0 circuits with an earlier quasi-
polynomial size simulation of SYM ◦ACC0 circuits by SYM ◦AND
circuits [3, 12], we can obtain a non-trivial algorithm for #ACC0-
Satisfying-Pairs, formally stated as follows.

Theorem 2.9. For every constants𝑚, ℓ, 𝑐 , there is a constant Y ∈
(0, 1) such that the following holds. Let 𝑛 := 2log

Y 𝑁
and 𝑠 := 2log

𝑐 𝑛
.

There is a deterministic algorithm running in �̃� ((𝑁 /𝑛)2) time that

given 𝑁 strings 𝑥1, 𝑥2, . . . , 𝑥𝑁 ∈ {0, 1}𝑛 and 𝑁 AC0
ℓ
[𝑚] circuits

𝐶1,𝐶2, . . . ,𝐶𝑁 : {0, 1}𝑛 → {0, 1} of size 𝑠 , outputs the number of

pairs (𝑖, 𝑗) ∈ [𝑁 ] × [𝑁 ] such that 𝐶𝑖 (𝑥 𝑗 ) = 1.

2.2.3 Explicit Constructions for ACC0
. The FPNP algorithm for

ACC0-Remote-Point and ACC0-Partial-AvgHard follows from
this algorithm together with Theorem 2.5 and Theorem 2.6.

Theorem 2.10 (ACC0-Remote-Point ∈ FPNP). There is a con-

stant 𝑐𝑢 ≥ 1 such that for every constant 𝑑,𝑚 ≥ 1, there is a constant
𝑐str := 𝑐str (𝑑,𝑚) ≥ 1, such that the following holds.

Let 𝑛 < 𝑠 (𝑛) ≤ 2𝑛𝑜 (1) be a size parameter, Y := Y (𝑛) ≥ 2𝑛−𝑐𝑢 be an

error parameter and ℓ := ℓ (𝑛) ≥ 2log
𝑐str 𝑠

be a stretch function, then

there is an FPNP algorithm that takes as input a circuit𝐶 : {0, 1}𝑛 →
{0, 1}ℓ , where each output bit of𝐶 is computed by an AC0

𝑑
[𝑚] circuit

of size 𝑠 , and outputs a string 𝑦 that is (1/2 − Y)-far from Range(𝐶).

Theorem 2.11 (ACC0-Partial-AvgHard ∈ FPNP). There is a
constant 𝑐𝑢 ≥ 1 such that for every constants 𝑑,𝑚 ≥ 1, there is a
constant 𝑐str := 𝑐str (𝑑,𝑚) ≥ 1, such that the following holds.

Let 𝑛 < 𝑠 (𝑛) ≤ 2𝑛𝑜 (1) be a size parameter, Y := Y (𝑛) ≥ 2𝑛−𝑐𝑢 be an

error parameter and ℓ := ℓ (𝑛) ≥ 2log
𝑐str 𝑠

be a stretch function, then

there is an FPNP algorithm that given inputs 𝑥1, . . . , 𝑥ℓ ∈ {0, 1}𝑛 ,
it outputs a string 𝑦 ∈ {0, 1}ℓ such that for any 𝑠 (𝑛)-size AC𝑑 [𝑚]
circuit 𝐶 , 𝑦 is (1/2 − Y)-far from 𝐶 (𝑥1) ◦ · · · ◦𝐶 (𝑥ℓ ).

8The reduction from Remote-Point to Satisfying-Pairs has a small overhead on
the circuit class (i.e. the upper AND𝑂 (1) in Theorem 2.5). By a standard trick using
Fourier analysis (see the full version of the paper, also see [24]), we can change the
upper circuit class to be XOR𝑂 (1) so that we only need to design Satisfying-Pairs
algorithms for XOR𝑑 ◦ XOR = XOR.
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It is worth noting that the ACC0-Remote-Point algorithm here
recovers the best known almost-everywhere average-case circuit
lower bounds against ACC0 [21]. This is done by considering the
special case where the input circuit is the truth table generator
TT : {0, 1}𝑂 (𝑠 log 𝑠 ) → {0, 1}2𝑛 that prints the truth table of a given
ACC0 circuit.

Corollary 2.12. For every constant 𝑑,𝑚 ≥ 1, there is an Y > 0 and a
language 𝐿 ∈ ENP such that 𝐿𝑛 cannot be (1/2+2−𝑛Y )-approximated

by AC0
𝑑
[𝑚] circuits of size 2𝑛Y , for all sufficiently large 𝑛.

2.2.4 Lower Bounds on the Many-One Closure of ACC0
. Following

the observation of Arvind and Srinivasan [11], the FPNP algorithm
for ACC0-Partial-AvgHard can be used to prove unconditionally
that ENP cannot be mapping reduced to languages decidable by
small-size non-uniform families of ACC0 circuits.9 To the best of
our knowledge, this is the first unconditional result on ruling out
the mapping reducibility from uniform classes to non-trivial non-
uniform classes.

Corollary 2.13. Let 𝑑,𝑚 ∈ N be constants, AC0
𝑑
[𝑚] denote the class

of languages computable by a non-uniform family of polynomial-size

AC0
𝑑
[𝑚] circuits. Then, there is a language 𝐿hard ∈ ENP that does

not have polynomial-time mapping reductions to any language in

AC0
𝑑
[𝑚].

2.3 A Smooth and Rectangular PCPs of

Proximity

One of the main technical ingredients in our framework for
the average-case construction problems (i.e. Remote-Point and
Partial-AvgHard) is a PCP of Proximity (PCPP) that is short,
smooth, and (almost) rectangular.

A PCPP verifier 𝑉 for a language 𝐿 provides a super-efficient
probabilistic proof system for checking whether 𝑥 ∈ 𝐿 or 𝑥 is far
from being in 𝐿. Given an input 𝑥 and a proof 𝜋 , the verifier with
access to some random bits only probes constantly many bits of
𝑥 and 𝜋 . If 𝑥 ∈ 𝐿, then it accepts with an appropriate proof 𝜋 ; if
the relative Hamming distance between 𝑥 and any 𝑥 ′ ∈ 𝐿 is at
least 𝛿 , then it rejects with constant probability regardless of the
proof 𝜋 . (The distance 𝛿 is called the proximity parameter of the
PCPP.) In addition, our PCPP verifier is equipped with the following
properties:
• (Shortness). For any language 𝐿 ∈ NTIME[𝑇 (𝑛)] such that
𝑛 ≤ 𝑇 (𝑛) ≤ 2poly(𝑛) , the PCPP proof for 𝐿 has length 𝑇 (𝑛) ·
polylog(𝑇 (𝑛)).
• (Rectangularity). The input and the proof are treated as
matrices. Moreover, the queries of the verifier to the input
and proof matrices can be done rectangularly, in the sense
that there are a row verifier 𝑉row and a column verifier 𝑉col
with (almost) independent random seeds that generate the
row and column indices of the queries, respectively.
• (Smoothness). The queries of the verifier to the proof matrix
are uniformly random. As a consequence, it means that the
PCPP proof can tolerate errors in a correct proof.

9In fact, it suffices to have an FPNP algorithm for ACC0-Partial-Hard (which is
a trivial consequence of an FPNP algorithm for ACC0-Partial-AvgHard) for this
application.

We refer the readers to the full version of the paper for formal
definitions of these properties.

Before our work, Bhangale, Harsha, Paradise, and Tal [14] con-
structed a short, smooth, and rectangular PCP (instead of PCPP)
built upon [13] with an application of constructing rigid matri-

ces (also see [6, 49]). Ren, Santhanam, and Wang [45] constructed
a short and rectangular PCPP based on [13, 14] for the Algorith-
mic Method for Avoid. It turns out that to generalise [45] to the
“average-case” explicit construction problems Remote-Point and
Partial-AvgHard, we need both smoothness (as in [14]) and PCPs
of proximity (as in [45]). A technical contribution of this work is to
combine [14] and [45] to obtain a smooth PCPP.

Theorem 2.14 (Informal). Let𝑇 (𝑛) be a good function. For every
language 𝐿 ∈ NTIME[𝑇 (𝑛)], there is a short, smooth, and (almost)

rectangular PCP of proximity verifier 𝑉 for 𝐿, with perfect complete-

ness, constant soundness error, and constant query complexity.

Following standard techniques in the algorithmic approach to
lower bounds (see, e.g., [24]), we also construct a short and rectangu-
lar (non-smooth) PCPP that makes at most two queries to the input
and the proof matrices to minimise the overhead on the circuit class
when we reduce Avoid and Partial-Hard to Satisfying-Pairs
(i.e. the upper OR2 in Theorem 2.3 and Theorem 2.6). The construc-
tions and the analysis are omitted in this extended abstract.

2.4 Further Related Work

In this section, we discuss several related works that share similar
techniques or consider similar concepts.

2.4.1 Satisfying-Pairs and the Polynomial Method. We note that
the Satisfying-Pairs problems for restricted circuit classes nicely
capture a wide range of algorithmic problems that have been exten-
sively studied. For instance, the Orthogonal Vector Problem over F2
corresponds to XOR-Satisfying-Pairs, and the (decision version
of) Nearest Neighbor Problem corresponds to the Satisfying-Pairs
of polynomial threshold functions (see, e.g., [4, 52]).

There is a successful line of research on non-trivial algorithms for
this kind of problems via the polynomial method [44, 47] in circuit
complexity. Williams [53] developed an 𝑛3/2(log𝑛)Ω (1) -time algo-
rithm for the All-Pairs Shortest Path problem using the Razborov-
Smolensky polynomial representation ofAC0 [𝑝] circuits [44, 47, 48]
and a fast batch evaluation of polynomials via fast rectangular ma-
trix multiplication [26]. Similar techniques were used to design
non-trivial algorithms for the Orthogonal Vector Problem over F2
[1, 15] and the (approximate) Nearest Neighbor Problems (with
respect to Hamming distance, ℓ1-distance, and ℓ2-distance) [4, 5, 7].
Chen and Wang [23] (following [8]) generalised the polynomial
method in algorithm design by showing a connection between
Satisfying-Pairs problems and quantum communication proto-
cols, with an application inApproxY -XOR-Satisfying-Pairs (which
is called Approximate #OV in [23]).

2.4.2 Explicit Obstructions. Related to the Partial-Hard problem
is the notion of explicit obstructions [19, 38]: on input 1𝑛 , one wants
to output a list of (𝑥𝑖 , 𝑦𝑖 ) deterministically, such that 𝑥𝑖 ≠ 𝑥 𝑗 for
𝑖 ≠ 𝑗 , and for all 𝑛-input circuit 𝐶 from a certain circuit class C ,
there is some 𝑖 such that 𝐶 (𝑥𝑖 ) ≠ 𝑦𝑖 . This notion is weaker than
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deterministic algorithms for Partial-Hard, as one has the freedom
of choosing the inputs {𝑥𝑖 }. Chen, Jin, and Williams [19] exhibited
a “sharp threshold” phenomenon for explicit obstructions against
de Morgan formulas: an explicit obstruction for Formula[𝑛1.99]
provably exists, while an explicit obstruction for Formula[𝑛2.01]
would imply very strong circuit lower bounds.

3 TECHNICAL OVERVIEW

As mentioned in Section 2.1, the range avoidance algorithm
follows from slightly modifying the framework in [45] and using
an algorithm for Satisfying-Pairs. In what follows, we briefly
illustrate our techniques for the remote point problem and for
constructing hard partial truth tables. The high-level idea is to
reduce these problems to Avoid and invoke our framework for
Avoid to solve them.

3.1 Remote Point

The start point of our FPNP algorithm forRemote-Point via non-
trivial algorithms for Satisfying-Pairs is the following reduction
from Remote-Point to Avoid. Suppose that 𝐶 : {0, 1}𝑛 → {0, 1}ℓ
is the input circuit. Let Enc : {0, 1}ℓ ′ → {0, 1}ℓ be the encoding
procedure of an error correcting code, and Dec : {0, 1}ℓ → {0, 1}ℓ ′

be the corresponding decoding procedure, where Dec can correct
a 𝛿 fraction of errors. Define the circuit 𝐶′ (𝑥) := Dec(𝐶 (𝑥)), and
let 𝑧 be any string not in the range of 𝐶′, then Enc(𝑧) is (1 − 𝛿)-far
from Range(𝐶). To see this, assume for contradiction that Enc(𝑧) is
(1 − 𝛿)-close to some 𝐶 (𝑥), then Dec(𝐶 (𝑥)) should return exactly
𝑧, contradicting that 𝑧 is a non-output of 𝐶′.

Suppose that Dec can be implemented in the circuit class CDec,
then this is a reduction fromC -Remote-Point to (CDec◦C )-Avoid.
Therefore, we would like the complexity of CDec to be as small as
possible. There are decoders that tolerate a small constant fraction
of errors in AC0 [31], so it might be possible to implement CDec
in AC0. However, when 𝛿 is very close to 1/2 (say 𝛿 = 1/2 − Y),
we enter the list-decoding regime where CDec seems to need the
power of majority [33]. Can we solve C -Remote-Point without
invoking any circuit-analysis algorithms forMAJ ◦ C ?

Fortunately, the required techniques already appeared in previ-
ous works on the Algorithmic Method for proving strong average-
case circuit lower bounds. In [21], they provided an error-correcting
code that corrects a 1/2 − Y fraction of errors, where the decoder
DecCLW can be implemented as a linear sum, i.e., each output is a
linear combination of the input bits.10 Intuitively, this means that
we can reduce C -Remote-Point to (Sum ◦C )-Avoid, where Sum
denotes the layer of DecCLW. Using the framework for range avoid-
ance established above, it suffices to solve Satisfying-Pairs for
Sum ◦ C circuits.11 But it is easy to see that Satisfying-Pairs for
Sum◦C circuits directly reduces to Satisfying-Pairs forC circuits!

10Chen et al. [21] stated this result as a non-standard XOR lemma in their Appendix A.
We re-prove it in the form of error-correcting codes in the full version of this paper.
11We made a simplification here. Actually, we need to solve Satisfying-Pairs for
NC0 ◦Sum◦C circuits. Using the distributive property, we can push theNC0 circuits
below the Sum layer, thus it suffices to solve Satisfying-Pairs for Sum ◦ NC0 ◦C
circuits. In this informal exposition, we may assume that C is closed under top NC0

gates, which means that a Satisfying-Pairs algorithm for Sum ◦C now suffices.

Therefore, the error-correcting code in [21] allows us to use an algo-
rithm for C -Satisfying-Pairs to directly solve C -Remote-Point,
with little or no circuit complexity overhead.

The above discussion omitted several important technical details:
• It turns out thatDecCLW is only an approximate list-decoding
algorithm: given a corrupted codeword that is (1/2−Y)-close
to the correct codeword, we can only recover a message
that is 𝛿-close to the correct message (instead of perfectly
recovering the correct message).
This drawback is handled by smooth PCPPs [40], which has
the property that any slightly corrupted version of a correct
proof is still accepted with good probability. As we need a
rectangular PCPP in [45], what we actually need is a smooth

and rectangular PCPP (see Theorem 2.14). We remark that
[21] also encountered this difficulty; they got around it by
combining a PCP and a PCPP for Circuit-Eval. It is not
clear how to generalise this strategy to our case.
• Another technical complication is that DecCLW outputs real
values instead of Boolean values. It is only guaranteed that
the decoded message is close to the original message in ℓ1-
norm. Consequently, after guessing the PCPP proof, we also
need to verify that it is “close to Boolean”, This difficulty also
appears in [21]; however, we need to carefully define what
it means by “close to Boolean” in our case.
• Since DecCLW works in the list-decoding regime, it also re-
ceives an advice string (specifying the index of the codeword
in the list). In the above discussion, we omitted the advice
string to highlight the main ideas. It turns out that the depen-
dency of the decoder on the advice string cannot be captured
by linear sums. Therefore, we need to define an ad hoc “lin-
ear sum” circuit class (in Section 2.4 of the full version) that
receives both an input and an advice string and computes a
linear combination over the input, where the “linear combi-
nation” depends on the advice. It turns out that we need the
dependency on the advice to be local, which is fortunately
satisfied by the code in [21].

Another reduction via succinct dictionaries. Wemention that there
is another reduction from Remote-Point to Avoid which appears
in [32, 36]. Let 𝐶 : {0, 1}𝑛 → {0, 1}ℓ be a circuit, 𝑦 ∈ {0, 1}ℓ be a
string that is not 𝛿-far from Range(𝐶). Then we can find a string
𝑥 ∈ {0, 1}𝑛 and a “noise” string 𝑒 ∈ {0, 1}𝑚 of relative Hamming
weight at most 𝛿 such that 𝑦 = 𝐶 (𝑥) ⊕ 𝑒 , where ⊕ refers to bit-
wise XOR. Consider the circuit 𝐶′ (𝑥, 𝑒) := 𝐶 (𝑥) ⊕ 𝑒 . To solve the
remote point problem for𝐶 , it suffices to solve the range avoidance
problem for 𝐶′. Using a “succincter” dictionary to represent 𝑒 [41],
[32] managed to show that this reduction also preserves circuit
complexity, and in particular reduces NC1-Remote-Point to NC1-
Avoid.

A drawback of this approach is that it reduces Remote-Point to
range avoidance instances with a small stretch. Indeed, suppose 𝐶′
is a circuit from 𝑛′ inputs to ℓ outputs, and 𝛿 = Ω(1), then

𝑛′ ≥ |Π(𝑒) | ≥ log
(
ℓ

𝛿ℓ

)
= Ω(ℓ).

In contrast, the algorithmic method in both [45] and this paper
could not solve range avoidance instances with such a small stretch
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(ℓ = 𝑐 ·𝑛 for some constant 𝑐), even with the best possible algorithms
for Satisfying-Pairs. Therefore we do not use this approach in
this paper.

3.2 Hard Partial Truth Table

There is a simple reduction from Partial-Hard to Avoid. Sup-
pose we are given strings 𝑥1, 𝑥2, . . . , 𝑥𝑁 . Let TT′ be the circuit that
receives a size-𝑠 circuit 𝐶 as input, and outputs the concatenation
of 𝐶 (𝑥1), 𝐶 (𝑥2), . . . , 𝐶 (𝑥𝑁 ). If 𝑁 > 𝑂 (𝑠 log 𝑠) then the circuit TT′
is stretching. It is also easy to see that solving the range avoidance
of TT′ is equivalent to solving the Partial-Hard problem.

In this paper, we essentially combine this reduction with the
frameworks for Avoid and Remote-Point (see Theorems 2.3
and 2.5). In other words, we could have reduced Partial-Hard
to Avoid in a black-box way and derived the main results. How-
ever, this reduction only reduces C -Partial-Hard to C ′-Avoid,
where C ′ is any circuit class that can solve C -Eval in the following
sense: for every fixed input 𝑥 , there is a C ′ circuit 𝐶′ that takes as
input the description of a C circuit 𝐶 , and outputs 𝐶 (𝑥). For most
circuit classes of interest (e.g., C ∈ {AC0,ACC0,NC1, P/poly}), we
could simply let C ′ = C ; however, this is not necessarily true for
more refined circuit classes (such as C = ACC ◦ THR). We choose
to derive the main results for hard partial truth table from scratch
instead of reducing it to the framework for range avoidance and
remote point problem, partly because we also want our results to
hold for these more refined circuit classes.
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